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The Dansgaard–Oeschger (D–O) oscillation is a millennial- 
scale climate oscillation that alternated between cold stadial 
and warm interstadial states of up to 16 °C in amplitude at 

high northern latitudes during glacial periods1. In the Southern 
Hemisphere, the oscillation has a lower-amplitude counterpart with 
anti-phase characteristics2–4. Although several driving mechanisms 
have been suggested to explain D–O events, there now seems to 
be a consensus that jumps between different states of the Atlantic 
Meridional Overturning Circulation (AMOC) play an important 
role in the dynamics5,6. These abrupt changes in ocean circula-
tion and, similarly, the North Atlantic sea-ice extent may involve 
noise-induced transitions between multiple equilibria in the climate 
system7, forced either through stochastic8–10 or coherence reso-
nance7,11,12. Ocean oscillatory mechanisms may also arise because 
of advective or convective processes13–15. Internal free-running 
oscillations in a Stommel-type model16 have also been proposed as 
a framework for explaining salinity oscillations under long-term 
forcing17,18. Similarly, the D–O oscillation exhibits behaviour in 
common with slow–fast dynamical systems9,19–21. Over the past 
few decades, simple models with ‘deep-decoupling’ oscillations22,23 
as well as more comprehensive coupled models10,24–27 have demon-
strated internal unforced climate oscillations in both modern and 
glacial climates. Other climate model simulations have invoked 
changes in Northern Hemisphere ice-sheet size28 and secular CO2 
changes as triggers for the glacial climate transitions29. Furthermore, 
the concept of a window or sweetspot in past glacial climate condi-
tions that favours abrupt transitions between warm and cold climate 
states has been proposed22,27,29; however, a satisfying mechanistic 
framework to explain these D–O events has remained absent.

A window of glacial millennial-scale climate variability
Marine Isotopic Stage 3 (MIS 3) is a period within the last ice age 
between approximately 60,000 and 28,000 years before present 
(Greenland Interstadial GI-17 to GI-3). MIS 3 atmospheric CO2 
concentrations declined steadily from ~230 parts per million by 

volume (ppm) until reaching Last Glacial Maximum (LGM) levels 
of ~190 ppm (Fig. 1a). The duration of warm interstadial and cold 
stadial periods changed throughout MIS 3, with long interstadial 
and short stadial periods in the beginning of this period, much 
debated regularity in the oscillations in the middle of this period7,30, 
and long stadial and short interstadial periods near the LGM31. The 
glacial CO2 record32 and the temperature record in Antarctica3 dem-
onstrate that cold stadial periods were marked with massive iceberg 
discharge from Northern Hemisphere ice sheets (Heinrich events33), 
accompanied by strong temporary increases in CO2 concentration of 
10–20 ppm, which persisted past the end of each stadial. To quantify 
the connection between atmospheric CO2 and the millennial-scale 
climate behaviour, we performed a set of eight 10,000-year-long 
equilibrated glacial simulations using a comprehensive climate 
model (CCSM434), with different concentrations of MIS 3 atmo-
spheric CO2 in the range of 170–240 ppm (Extended Data Table 1 
and Extended Data Fig. 1). Additionally, a glacial simulation with 
prescribed freshwater forcing of 0.05 Sv (1 Sverdrup = 1 × 106 m3 s−1) 
for 500 years applied to the North Atlantic was run to simulate 
Heinrich events (iceberg melt). Two modern-day control experi-
ments with original and modified ocean vertical mixing were used 
for model validation (Methods and Extended Data Fig. 2).

North Atlantic Deep Water (NADW) is formed in the Labrador, 
Irminger and Norwegian Seas, whereas Antarctic Bottom Water 
(AABW) is formed from regional variations in sea-ice brine rejec-
tion as well as ocean–ice shelf interactions mainly in the Ross and 
Weddell seas35. In a zonally averaged sense, these deep and bottom 
waters are components of an AABW cell that circulates in the oppo-
site direction (anticlockwise) to an AMOC cell in the North Atlantic 
(clockwise) (Extended Data Fig. 3). Figure 2 presents six (of eight) 
CCSM4 simulations with different background levels of constant 
CO2 concentration. The time series of AMOC maximum volume 
transport in the North Atlantic as well as the global zonal mean 
AABW maximum volume transport in the deep Southern Ocean 
are compared in Fig. 2a. Modelled Greenland (NGRIP) surface  
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temperature (Fig. 1e) is in phase with the modelled AMOC trans-
port (Fig. 2e). The modelled Antarctic Temperature Stack (ATS; 
Fig. 1f) is, however, 180° out of phase with the modelled AABW 
transport (Fig. 2e). Warming in Greenland is associated with 
strengthening NADW production, whereas warming in Antarctica 
is associated with weakening AABW production. The simulations 
demonstrate that, at high CO2 levels, warm Greenland interstadials 
(characterized by stronger AMOC) are longer than cold Greenland 
stadial periods (characterized by weaker AMOC). As the CO2 level 
is reduced, the duration of the stadial part of the D–O oscillation 
steadily increases, while the interstadial part becomes shorter. In 
an intermediate range of CO2 concentrations (200–225 ppm), the 
model exhibits quasi-periodic oscillations between the stadial and 

interstadial states. The oscillations are not quite regular due to 
internal climate variability (noise), but the approximate period and 
shape are close to observations from Greenland (NGRIP) ice-core 
temperature proxy records36 as well as marine-based AMOC proxy 
records of lateral deep water-mass export away from the North 
Atlantic37. At both extreme levels of high and low CO2, the model 
oscillations are absent.

The strength of the NADW production (or AMOC maximum) 
is often compared against some imposed freshwater forcing on 
the surface of the high-latitude North Atlantic ocean to study hys-
teresis in an ocean model38. Here we use AABW as a representa-
tion of the slowly varying integrated buoyancy gain and loss rates 
around Antarctica (the forcing)39, and the AMOC represents the 
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Fig. 1 | MiS 3 climate variability. a, Atmospheric CO2 concentration (in ppm), showing a linear trend32. WAIS, West Antarctic Ice Sheet. b, Time 
fraction spent in interstadials36. c, NGRIP Greenland temperature (T) reconstruction based on δ15N and δ18O (ref. 3). NGRIP, North Greenland Ice Core 
Project. d, ATS based on δ18O and δD records from six Antarctic ice cores3. e, Temperature at NGRIP in CCSM4 (CO2 = 210 ppm). f, As in e, but for the 
CCSM4-derived ATS (ΔT). g, Model ATS versus model NGRIP temperature from the green boxes in e and f. h, Observed ATS versus observed NGRIP 
temperature from the orange boxes in c and d. Colour bars in d and f measure time in g and h (black arrowheads indicate the direction of time with units of 
250 and 300 years for model and observations, respectively). The phase space time series have been low-pass-filtered (transparent cyan and fuchsia  
in c–f; Supplementary Information). ATS temperatures are anomalies from modern (ΔT). Heinrich events (H) are represented by grey vertical bars, 
Greenland Interstadials (GI) by blue squares and their associated Antarctica Isotope Maxima (AIM) by purple squares.
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fast-timescale dynamics reacting to the slowly varying processes 
within the climate system (mainly in the Atlantic). The AABW 
and AMOC time series (Fig. 2a) are used to construct a slow–fast 
representation of the global D–O oscillation, which results in an 
effective two-dimensional (2D) phase space representation of the 
comprehensive model D–O cycle (Fig. 2b). A comparison can be 
made between the mirrored orientation seen in the comprehen-
sive model NGRIP-ATS and AMOC-AABW phase space portraits 
(compare Figs. 1g and 2f). On shorter timescales, buoyancy loss in 
high-latitude northern deep-water and southern bottom-water for-
mation sites must be compensated by buoyancy gain in either the 
interior low-latitude ocean through mixing across density surfaces 
or through direct surface buoyancy forcing in the ventilated ther-
mocline at higher latitudes (for example, along the sea-ice edge in 
the Southern Ocean)4,27,39–43. On the millennial timescale, the glacial 

global ocean in the comprehensive model gains buoyancy during 
a cold stadial period, mainly by increasing ocean heat content in 
the Southern Hemisphere oceans and under North Atlantic sea 
ice. This excess heat is then re-emitted to space during the ensu-
ing interstadial period3,25. Increases in buoyancy flux into the ocean 
during stadials stratify the global ocean. The phase-space repre-
sentation therefore implies that the AMOC has a fast response to 
slow changes in global average stratification. The slow-timescale 
evolution of the closure of the overturning circulation is therefore 
implicitly represented in the phase-space portraits of the northern 
and southern overturning circulation.

the stochastic climate oscillator
The conceptual model presented here is based on a Stommel16 
density-driven box model framework in a modified context17,18 and 
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Fig. 2 | Comprehensive and simple model D–O simulations. a, D–O oscillations in CCSM4 at different atmospheric CO2 concentration. Time series of 
AABW (left inverted y axis) and AMOC (right) strength (larger negative AABW values equal increasing AABW strength). b, Ocean circulation phase 
space: AMOC versus the magnitude of AABW. c, Simple dynamical systems model at different levels of atmospheric CO2, with stochastic forcing applied. 
d, Simple model phase space diagram. e, Heinrich events simulated with freshwater forcing added to the North Atlantic in CCSM4 during two D–O 
stadials. f, CCSM4 Heinrich ocean phase space. g, Heinrich-like forcing applied at year 4,500 in the simple model (the system evolves from a new initial 
condition). h, Simple model Heinrich phase space (green arrow marks the freshwater forcing response). CCSM4 model (simple model) phase space 
diagrams use years 5,000 (3,000) to 10,000 of the corresponding time series. The CCSM4 data are smoothed with a 100-year running mean, and the 
CCSM4 phase space has a 100-year time lag removed between the AABW and AMOC. Shown in each phase space diagram are the slow manifold (light 
grey), the linear nullcline (dark grey) and the separatrix (dashed), with the right axis illustrating the CO2 nullcline level as well as the system fixed point 
(red dot) and critical points (black dots).
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is used as a template to explain some of the behaviour observed 
in our comprehensive climate-model simulations (Supplementary 
Information). The simple model combines fast Atlantic meridional 
temperature and salinity variations as well as the slow evolution 
of the global freshwater and heat forcing in a simplified buoyancy 
framework. The AMOC (y) and AABW (x) represent the main vari-
ables of an effective slow–fast excitable system controlled by the 
atmospheric CO2 concentrations (γ). The time-dependent (t) physi-
cal behaviour of such a system can be illustrated by the following set 
of equations (Fig. 3):

dy = (f(y)− x)dt/τy + σydWt

dx = (y− γ)dt/τx + σxdWt
(1)

where τx ≫ τy are the slow and fast timescales of the system, respec-
tively. The small parameter ϵ = τy/τx allows for the separation of 
all motions into only fast changes in y and slow ones in x ≈ f(y), 
the slow critical manifold. Here we model the nonlinear evolu-
tion of the system as a non-smooth Stommel-type system with 
f(y) = −c y |a+ b c y|+ d, where (a, b, c, d) are parameters 
(Methods and Extended Data Fig. 4). This system is characterized 
by a double-fold bifurcation structure (Fig. 3) with either a stable 

non-oscillatory or unstable oscillatory fixed point dependent on 
the value of the control parameter (γ). Internal climate variability 
is represented by an additional diffusion term (σdWt) with variance 
(σ). The model presented in equation (1) is given as the simplest 
representation of our slow–fast system. This model has been con-
figured and enhanced (Methods and Supplementary Information) 
with a set of adjustable physically based parameters (obtained from 
the comprehensive climate model) to reproduce the complex model 
behaviour (Fig. 2b,d). We estimate the slow e-folding timescale of 
the recharge/discharge heat oscillator44 below the sea-ice lid in the 
North Atlantic to be ~150 years, which influences the period of the 
oscillation. The fast timescale corresponds to the advection times-
cale of the AMOC using the volume of the North Atlantic box in 
the simple model (~10 years). The salt-advection feedback in the 
simple model has been configured based on linear relationships 
derived from the meridional density gradient and salt convergence/
divergence in the Atlantic sector obtained from the comprehensive 
model diagnostics (Supplementary Information). This dynamical 
system (equation (1)) includes nonlinear damping associated with 
the nonlinear terms in the first equation, and ones that shape the 
slow manifold. At intermediate AMOC strength, the system exhib-
its negative damping, during which signals are amplified, and at 
extrema in AMOC strength, the system exhibits strong positive 
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damping that restores the signal back to an intermediate amplitude. 
At low CO2 levels near the lower fold-bifurcation, the addition of 
noise to this stable simple model simulation (Fig. 2c) produces short 
and relatively infrequent interstadials, as is observed in the compre-
hensive model simulation.

the glacial climate response to CO2 and Heinrich events
The physical impacts of atmospheric CO2 in the complex climate 
model are numerous (Fig. 4). The CO2 forcing and resulting feed-
backs within the system determine the rates at which critical mech-
anisms in the D–O cycle operate (Fig. 3). We find increases in the 
stadial salinity of the Atlantic and a stadial freshening of the Pacific 
in simulations, with higher CO2 levels compared with the ensem-
ble mean (Extended Data Fig. 5). Larger stadial versus interstadial 
low-latitude salinity in individual simulations is mainly due to 

reductions in northward salt transport during the stadial. Therefore, 
increases in the background CO2 level increase stadial low-latitude 
salinity relative to the ensemble through increased Atlantic to Pacific 
atmospheric vapour transport. This model exhibits self-sustained 
oscillation, regardless of the CO2 level (albeit within the D–O win-
dow), in contrast to previous studies that used secular CO2 changes 
to trigger individual transitions29. Here, the CO2 control parame-
ter impacts the salinity convergence in the North Atlantic, which 
affects the rate of salt advection feedback in each simulation, a 
critical component in terminating the stadial climate state45. The 
CO2 control parameter also impacts ocean heat content (Extended 
Data Fig. 6) and Arctic and North Atlantic sea ice (Extended Data  
Fig. 7), moderating stadial and interstadial duration. The intersta-
dial is terminated by the advection of sea ice from an Arctic reser-
voir into the North Atlantic regions of NADW formation, and the 
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Greenland cooling. The D–O cycle then repeats. p.s.u., practical salinity units.
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stadial is terminated by the release of ocean heat content in the same 
region46. The CO2 concentration impacts the amount of ocean heat 
content and the mean sea-ice volume in these critical high-latitude 
regions. In particular, the same window of CO2-dependent tipping 
point behaviour is observed in the Arctic sea-ice volume (Extended 
Data Fig. 7). At low and high CO2, the system maintains constant 
levels of sea-ice volume, whereas, at intermediate CO2 levels, the 
sea ice fluctuates with a consistent level of large variability between 
stadial and interstadial but with secular changes in the mean.

Phase-space trajectories (Fig. 2) show that D–O warming events 
in the simple model lack the physical behaviour to overshoot the 
upper slow manifold (as is observed in the complex model). In 
the complex model, the stadial ends with convective thermohaline 
instability under the sea-ice-covered North Atlantic sub-polar gyre, 
which acts as a tipping point47. This instability leads to the initial 
sharp rise in temperatures observed at NGRIP during D–O warm-
ing events. The overshoot (abrupt warming versus cooling asym-
metry) seen in the comprehensive model is a fairly well-resolved 
feature in ice-core records36. The additional comprehensive model 
Heinrich simulation in which we impose freshwater forcing to the 
North Atlantic during two stadial periods (Fig. 2e) has a larger 
AMOC and Northern Hemisphere temperature overshoot (Fig. 1e) 
after the Heinrich stadial ends. However, this rapid AMOC increase 
above regular interstadial levels is consistent with observations 
only for a select few Heinrich stadial periods (for example, H4 and 
H537). The simple model implies that the climate system response to 
Heinrich events corresponds with a perturbation to a climate tra-
jectory where the system must transition over a longer distance in 
phase space to reach the upper portion of the slow climate mani-
fold and therefore results in a stronger AMOC recovery (Fig. 2h). 
The lengthening of the stadial period is associated with additional 
Heinrich-event-related buoyancy input to the North Atlantic; how-
ever, the low number of observed Heinrich events makes it difficult 
to attribute much statistical significance to the lengthening. MIS 3 
ice-core records from Greenland, as well as marine-based records, 
also show that D–O oscillations occur in the absence of Heinrich 
events throughout the last glacial cycle36,37. A previous study25 
invoked a ’kicked’ salt oscillator hypothesis (or a pseudo-Heinrich 
type behaviour) to provide a kick that induces a D–O salt oscilla-
tion. The oscillations should then dissipate after the initial pertur-
bation, but it was hypothesized that the system had a high quality 
(Q) factor to explain the constant-amplitude periodicity observed. 
The spontaneous D–O oscillations simulated here do not require 
Heinrich events to operate.

towards a comprehensive theory for D–O events
A comprehensive theory for the D–O oscillation will require an 
understanding of how various other components of the Earth 
system impact and modify the nonlinear system described here. 
Glacial CO2 levels result from ocean and land biogeochemical pro-
cesses responding to internal and external forcing and will therefore 
modulate the oscillations. Heinrich events (through the associated 
CO2 rise) may be an integral part of the internal climate oscillator, 
and not solely a component that affects stadial duration. Recent 
reconstructions of MIS 3 land ice-sheet size48 demonstrate median 
ice volumes between the LGM and modern size. This implies a 
range of relative sea level where the Bering Strait may have been 
open or closed, impacting freshwater transport between the Pacific 
and Arctic oceans. Glacial ice sheets also impact the Northern 
Hemisphere jet stream and North Atlantic sub-polar gyre dynamics. 
A more zonal, less variable LGM North Atlantic jet stream becomes 
more variable and fluctuates over a larger range of latitudes as the ice 
sheets are changed towards a more modern configuration6. MIS 3 ice 
sheets should provide a setting for a sensitive interplay between the 
sea-ice edge in the sub-polar gyre region during glacial periods10,49. 
Nonlinear sub-polar gyre dynamics50 may indeed play a crucial role 

in D–O event formation. Climate model studies need to place the 
multi-decadal to centennial variability and hysteresis observed in 
models of the North Atlantic into the context of noise-induced gla-
cial climate transitions either through wind-strength variations or 
buoyancy-driven anomalies49. Therefore, coherent resonant excita-
tion7 of D–O events may arise from purely noise-driven processes 
that exist internally in the climate system6,49. Stochastic resonant exci-
tation8 of D–O events may be associated with some low-amplitude 
signal originating from irregular multi-decadal to multi-centennial 
variations in solar or volcanic forcing within the climate system51. 
Spontaneous millennial-scale oscillations can also occur in modern 
climate simulations under different atmospheric CO2 concentra-
tion as well as changes in the Earth’s orbital configuration26,27. The 
Earth’s orbital obliquity and eccentricity-precession-induced boreal 
summer seasonality will impact glacial North Atlantic sea-ice cover 
and therefore modulate the D–O oscillation26. The D–O oscilla-
tion may also be sensitive to increased tidal forcing and deep ener-
getic mixing in the ocean52 resulting from changes in continental 
ice-sheet size. Therefore, contingent on the uncertainty associated 
with these other mechanisms described here, the D–O window and 
the low-order dynamical structure of the glacial climate system may 
evolve or the hysteretic structure may even collapse under evolv-
ing glacial forcing and boundary conditions. Finally, different Earth 
system model biases will need to be investigated to constrain the 
range of atmospheric CO2 bounding this D–O sweetspot.
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Methods
Comprehensive model simulations. The D–O oscillations modelled in this study 
were simulated using the low-resolution version of the Community Climate System 
Model Version 4 (CCSM434), a model of ~3 × 3° that employs CAM453 and POP254 
as the atmosphere and ocean components, respectively. The model is part of the 
Community Earth System Model release version 1 (CESM1-CAM4). The land 
surface is represented by CLM455 and the sea-ice dynamics by CICE456. The glacial 
climate experiments use LGM ice-age boundary conditions from the ICE-6G 
series of model palaeotopography, bathymetry and land-ice cover characteristic 
of LGM57,58. MIS 3 ice sheets are thought to have evolved substantially between 
52 ka bp and 40 ka bp59,60 and are expected to influence the dynamics of the D–O 
cycle61; however, the ice sheets here are fixed with the purpose of investigating 
perturbations of the D–O cycle to Heinrich (H) events and atmospheric CO2 
forcing. The model and methodology for producing the ice-sheet boundary 
conditions have been discussed in detail previously62. The transition depth of 
the ocean vertical mixing profile is set to 2,500 m in a Bryan and Lewis type of 
formulation63. The new glacial climate simulations are consistent with the original 
D–O simulations from refs. 25,46, but have a D–O period that is longer and more 
accurate with regard to observations. The experiments with this model include 
freshwater perturbations64 applied to the North Atlantic, as well the use of different 
constant levels of observed MIS 3 CO2 concentration in the experiments.

A series of modern and glacial climate simulations run with CCSM4 are 
summarized in Extended Data Table 1. Two long pre-industrial (PI) climate 
simulations were run to investigate the influence of ocean-mixing changes 
made in the glacial climate simulations on the PI climate. The series of glacial 
simulations span a range of CO2 levels from 170 ppm to 240 ppm, and a subset 
of the glacial climate simulations were branched off an initial simulation that 
was spun up for ~2,100 years with a CO2 concentration of 185 ppm. Some of the 
runs with low or high CO2 or those that were near a saddle node bifurcation 
point were run for a longer period. The set of simulations branched from this 
initial glacial (CO2 = 185 ppm) run required another 3,000 years of simulation to 
reach equilibrium, where a statistically stationary stable internal D–O oscillatory 
pattern emerged. Three of the simulations (170 ppm, 230 ppm and 240 ppm) 
were run for ~13,000 years, but only the last 10,000 years are shown in the plots. 
An additional simulation was run with a Heinrich event (H event)-like pulse of 
freshwater of 0.05 Sv for 500 years in two different (regular D–O) stadial periods in 
the simulation with a CO2 level of 210 ppm (years 2,100–2,600 and 6,000–6,500). 
The square pulse of freshwater was applied to the North Atlantic from 50° N to 
70° N, but the freshwater was allowed to remain in the ocean and reduce the global 
average salinity. Each pulse corresponds to an equivalent relative sea level increase 
of ~1.8 m (but the topography/bathymetry was not modified).

Each of the individual glacial climate simulations with different levels of 
atmospheric CO2 produces D–O oscillations of varying period, and some of 
the initial variations in the simulation are probably due to disequilibrium of 
the mean ocean climate state. Some of the simulations were branched from the 
simulation with 185 ppm at the year 2,100, so the higher CO2 simulations need 
time to equilibrate to a warmer climate. The global mean temperature, salinity, 
density and ideal age (Extended Data Fig. 1) in the glacial climate simulations have 
significant trends over the 10,000-year lengths of the runs. Notably, in terms of 
the mean temperature, it appears to take at least 3,000 years before temperatures 
start to equilibrate (Extended Data Fig. 1a). The mean salinity has the same small 
decreasing trend that is also seen in the PI simulations (Extended Data Figs. 1b 
and 2d), but salinity is almost conserved. The variations in temperature affect the 
density, but the density variations seem to take more time to reach equilibrium 
(Extended Data Fig. 1c). The ideal age, an approximate diagnostic of ventilation 
ages, does not appear to reach equilibrium until ~8,000 years (Extended Data  
Fig. 1d). Generally, the regularity of the D–O oscillations in this mid-range of CO2 
levels appears to stabilize in the second half of each glacial simulation.

PI climate validation. The MIS 3 glacial climate simulations that produce 
spontaneous internal D–O oscillations have a modified ocean mixing 
parameterization63, as described above. POP2 implements a tidal mixing 
parameterization that is used to capture the influence of diabatic mixing due to 
internal wave breaking generated by the interaction of the barotropic tide and 
ocean bathymetric features (for example, mid-ocean ridges)65. The re-introduction 
of the more simple constant vertical diffusivity63 profile in CCSM4, as well as the 
removal of an overflow parameterization66, was implemented because the exact 
bathymetry and tidal energy field during the glacial is unknown (relative sea 
level was much lower than the modern level). The overflow parameterization 
would also not be compatible with glacial ocean bathymetry, and therefore the 
simplest choice is to remove both modern parameterizations. The modification of 
the ocean model, which will be used for our long simulations, therefore requires 
some modern climate validation. We have thus run the original low-resolution 
simulation67 for 3,000 years, but with the ocean mixing parameterizations turned 
off, and instead used a simple vertical mixing profile63 with a transition depth at 
2,500 m. The main problems with the original version of the model were slightly 
excessive sea ice in the high northern latitudes and cold fresh conditions at the 
ocean surface67. These problems still persist in the modified version of the model. 
The modern time evolution of the global profiles of temperature and salinity in the 

ocean are shown in Extended Data Fig. 2. There is slight excessive cooling at the 
surface and slight excessive warming around the pycnocline depth, but the trends 
remain very stable after 1,000 years.

In each of the PI and glacial climate simulations, the diagnosed AMOC 
maximum is calculated from the region below 500 m and between 25° N and 
40° N (Extended Data Fig. 3). AABW is also used as a diagnostic, but because this 
circulation is in the opposite direction of the AMOC streamfunction, the maximum 
strength is determined from the largest negative value in the Southern Ocean 
between 80° S and 0°, below 3,000 m. The AABW maximum strength is inverse 
to the strength of the AMOC maximum (the NADW formation rate in the North 
Atlantic). The temperatures over Greenland and Antarctica in the complex model 
glacial simulations are correlated with AMOC and AABW, respectively, except that 
temperatures in Antarctica are anti-phase to the strength of the AABW formation 
rate. The main changes in the PI AMOC structure with changes in ocean vertical 
mixing are a shoaling of the NADW level by ~1,000 m in the North Atlantic, which 
is a problem with the modified model, and one of the main reasons why the new 
parameterizations were implemented into CCSM4 (the overflow parameterization66 
is especially important in ameliorating this problem). However, deep water formation 
in the Southern Ocean was found to deteriorate slightly with the implementation of 
the overflow parameterization. The rate of Antarctic bottom water in the modified 
model appears to be more in line with observations68 and may be an important 
component in simulating D–O oscillations, or at least bipolar aspects of the D–O 
oscillation. The meridional overturning circulation in the modified PI model has a 
circulation regime that is more adiabatic69, rather than a diffusive regime as in the 
original version of the model. The AMOC is weaker in our modified version, but the 
AABW is stronger and therefore more balanced (Extended Data Fig. 3b). Atlantic 
bottom water formation is stronger, while Pacific bottom water formation is weaker 
in our modified version (not shown). The Indian sector has more minor changes and 
is not shown. The stadial glacial NADW cell is deeper than modern in the glacial 
interstadial period (Extended Data Fig. 3d), but it is shallower in the glacial stadial 
period compared with the modern (Extended Data Fig. 3c).

The simple model and the slow manifold structure. The conceptual model 
presented here is based on a Stommel16 density driven box model framework 
(Supplementary Information). The deterministic component of the simple system 
used to model the physical behaviour has the following representation:

dy
dt = (f(y) − x)/τy

dx
dt = (y − γ)/τx

(2)

where τx ≫ τy are the slow and fast timescales of the system, respectively. 
The time-invariant ( d

dt = 0) properties of the system constrain the slow 
motions (the slow manifold, x = f(y)) of the system, as well as determining 
the fixed point of the system (intersection of the slow manifold with y = γ) 
governed by the control parameter (γ). The slow critical manifold is expressed 
as f(y) = −c y |a + b c y| + d with (a, b, c, d) as parameters. If we set 
f(y) = a (y − y3) + b, where (a, b) are parameters, the system becomes the classical 
FitzHugh–Nagumo (FHN) model, which has origins in mid-twentieth-century 
biophysical modelling of the squid nerve axon70,71. The two different systems are 
illustrated in Extended Data Fig. 4. The parameters used in the comparison are 
a = 1.0, b = 0.5 for the classic FHN model and a = 3.0, b = −3.0, c = 0.42, d = 0.9 
for the Stommel-like model. The two slow manifolds can be aligned by adding 
a linear transformation to equation (2), with y → y − y0, where y0 = −1.85. Both 
the ‘Stommel-like’ system and the FHN system have a double-fold bifurcation, 
as illustrated in Fig. 3 and Extended Data Fig. 4. The system of equations used to 
produce Fig. 2 follows a governing set of non-dimensional equations:

dΔb
dt = −(B − B0(γ)) − |q0 + q1(Δb − b0)|(Δb − b0)

dB
dt =

1
τ
(Δb − γ)

(3)

Including a Wiener process (W) with the parameter (σΔb = σB = σ) we can express 
equation (3) as a stochastic ordinary differential equation:

dΔb = [−(B − B0(γ)) − |q0 + q1(Δb − b0)|(Δb − b0)]dt + σdWt

dB = (Δb − γ)dt/τ + σdWt
(4)

The equation for the buoyancy gradient (Δb, in m s−2) (the meridional difference 
in buoyancy between the Southern Atlantic and Northern Atlantic) is related to the 
density gradient (Δρ) through

Δb =
−g
ρ0

Δρ (5)

using the force of gravity (g) and the mean background density (ρ0). A linear 
relationship is diagnosed from the comprehensive climate model for both the 
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dependence of the AMOC on the meridional buoyancy gradient (Δb) and the 
freshwater transport (q = q0 + q1Δb), which gives a measure of the salt advection 
feedback in the system. The buoyancy flux (B, in m−2 s−3) represents the fluxes of 
heat and freshwater at the surface of the Southern Ocean and the North Atlantic 
region north of the Southern Ocean, which approximately balance on the millennial 
timescale (Supplementary Information). The B0(γ) term in equation (3) is introduced 
to produce horizontal shifts in the slow manifold (that is, the AABW magnitude), 
a property that is observed in the comprehensive model at different levels of CO2. 
Given that this does not impact the position of the system fixed point on the slow 
manifold, the period of the D–O oscillation or the relative stadial–interstadial 
duration is not modified by the introduction of this parameter. The introduction 
of the b0 term is used to produce vertical shifts in the slow manifold so as to span 
the range of physical values of the meridional buoyancy (density) gradient in the 
comprehensive model. The CO2 control parameter (γ) in equations (3) and (4) is 
formulated in terms of buoyancy and its modifications of B0 is parameterized as

B0(γ) = B̄ + η(γ̄ − γ) (6)

The buoyancy flux correction (equation (6)) is made up of γ̄ , which is a buoyancy 
flux at a CO2 level in the middle of the unstable manifold, and B̄, which is the 
position of the upper saddle node in non-dimensional buoyancy flux units. γ is 
the CO2 level expressed in non-dimensional buoyancy units. η is chosen based 
on the shift in mean AABW strength as a function of CO2 level observed in the 
comprehensive model. The non-dimensional system is transformed to the AABW/
AMOC slow–fast system via two transformations. The meridional buoyancy 
gradient is used to transform from non-dimensional buoyancy to AMOC units (Sv) 
using the linear relation

ψAMOC = ψ0 + ψ1Δb (7)

The AABW is also calculated in a similar fashion as equation (7) (Supplementary 
Information).

CO2 impacts on the comprehensive model climate. When CO2 is high (γ large) 
the system spends more time in the upper warm branch of the slow manifold. 
Warmer temperatures over the North Atlantic and Arctic reduce the mean sea-ice 
volume and also warm northern waters, so it takes more time for the glacial 
climate to terminate the AMOC. The reduced AMOC state during a D–O stadial 
period results in less transport of salty waters to the high northern latitudes 
of the North Atlantic. There is therefore a build-up of salty warm water in the 
low-latitude Atlantic, as has been observed in a number of modelling studies3,25,26. 
The difference observed here is that the high-CO2 experiments have increased 
low-latitude Atlantic salinity built up in the upper ocean during the stadial relative 
to the ensemble mean (Extended Data Fig. 5), which increases the tendency to 
re-invigorate the AMOC, so the system spends less time in the stadial period. The 
converse is true at lower CO2 levels where the system spends more time in the 
lower cold branch of the slow manifold. At higher CO2 levels the temperature of the 
global ocean thermocline is generally larger (Extended Data Fig. 6). The Arctic and 
Atlantic Ocean warm more than other parts of the ocean at higher CO2 levels. This 
affects the amount of heat transported to the high-latitude North Atlantic. This 
also impacts sea-ice growth as well as the amount of available convective potential 
energy for destabilization of the stadial climate state (Extended Data Fig. 6). Higher 
mean levels of Arctic and North Atlantic sea-ice volume are also shown to increase 
with decreasing atmospheric CO2 concentration (Extended Data Fig. 7).

Data availability
Decadal average time series data from the CCSM4 model simulations are available 
from the University of Copenhagen Electronic Research Data Archive (ERDA): 
https://sid.erda.dk/cgi-sid/ls.py?share_id=Fo2F7YWBmv. All other data are 
provided in the Supplementary Information.

Code availability
The head code repository for this manuscript is available on Github/Zenodo: 
https://doi.org/10.5281/zenodo.6372628. The simple model code (https://
doi.org/10.5281/zenodo.6205127) can be viewed and run online at the 
following mybinder.org address: https://mybinder.org/v2/gh/guidov/scdom/
main?filepath=index.ipynb.
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Extended Data Fig. 1 | Glacial model spinup to equilibrium. a) Timeseries of global average ocean potential temperature (∘C) in four of the glacial CO2 
experiments. b) Same as for temperature but for timeseries of salinity (practical salinity units), c) potential density anomaly (σ0: kg m−3) and d) ideal  
age (years).
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Extended Data Fig. 2 | Pre-industrial control model validation. a) Modern global average time-depth profile of ocean potential temperature differenced 
from observed (∘C) (see67 for observed data). b) Global average ocean potential temperature from the modern simulation. The modern observed value 
is also shown in purple c) Same as in a) but for salinity (practical salinity units). Global ocean overflow parameterizations66 have been turned off in the 
modern control simulation and a BL profile63 has been used for the vertical mixing.

NAtuRe GeOSCieNCe | www.nature.com/naturegeoscience

http://www.nature.com/naturegeoscience


Articles NATurE GEOsCIENCE

Extended Data Fig. 3 | Modern and Glacial ocean meridional overturning circulation. a) Global zonal average overturning streamfunction (Sv) from the 
original NCAR CCSM4 simulation described in67. b) Global zonal average overturning streamfunction (Sv) from the modified CCSM4 pre-industrial control 
simulation (BL) used in this study. The same as in b) but for the glacial c) stadial and d) interstadial climate from a simulation with CO2=210 ppm. The 
maximum in NADW and AABW overturning streamfunctions (Sv) in the glacial climate are highlighted with white and yellow ellipses, respectively. These 
two points form the basis for the two degrees of freedom in our simple model.
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Extended Data Fig. 4 | Dynamical systems. A comparison between the Stommel-like model (green) and the FitzHugh-Nagumo model (blue)70,71.
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Extended Data Fig. 5 | Global thermocline salinity anomalies. The stadial salinity anomaly of each the experiments with different levels of CO2 differenced 
from the ensemble mean of the four experiments. The average salinity in the top 1000 meters of the ocean in each experiment is averaged and then 
differenced from the ensemble mean average salinity in the top 1000 meters.
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Extended Data Fig. 6 | Global thermocline temperature anomalies. The stadial temperature anomaly of each the experiments with different levels of 
CO2 differenced from the ensemble mean of the four experiments. The average temperature in the top 1000 meters of the ocean in each experiment is 
averaged and then differenced from the ensemble mean average temperature in the top 1000 meters.
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Extended Data Fig. 7 | Arctic and North Atlantic sea ice volume. Sea-ice-volume variations in the a) Arctic box and the b) North Atlantic box (see 
Supplementary Materials for box areas) for each of the different CO2 simulations. The vertical lines span the range between minimum and maximum 
sea-ice volume for each simulation. The black dots represent the mean volume of sea-ice throughout the whole simulation. The sea-ice volume follows the 
characteristic pattern of a system with a fold bifurcation and a control parameter (the atmospheric CO2 concentration).
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Extended Data Table 1 | CCSM4 model simulations

 List of CCSM4 experiments. Pre-Industrial Climate, Glacial Climate, and Heinrich = Glacial climate with stadial Heinrich event, CO2 = atmospheric carbon dioxide concentration in parts per million (ppm). 
The tidal mixing parameterization (J09) is from65 and the mixing profile (BL79) is from63.
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